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Abstract 

 
 

 Tactilis Mensa: Interactive Interface to the UoW Art Collection Ecosystem, is a prototype 

for an alternative art collection browsing system. Utilising a combination of touch-screen and light-

pen technologies (as opposed to the more traditional mouse and keyboard), it aims to engage users 

both physically and mentally as they interact with the data. The work actively visualises the 

relationships between tagged artworks and encourages users to narrow or expand their search path 

through an alternative interface. Free from the limitations of an ordinary 'real-object' gallery 

exhibition, this virtual exhibition enables a potential shift in power from the curator to the audience; 

they browse the works in the order that they choose, not in a physically predetermined order.
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 I certify that this creative submission is entirely my own work except where I have given 

full documented references to the work of others and that the material contained in this creative 

submission has not been submitted for formal assessment in any formal course.
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Concept 

 

 
 The prototype is an interface to the UoW Art Collection Ecosystem (UoW ACE). The UoW 

ACE is a concept lattice system built over a relational database which allows navigation of objects 

through neighbouring tags, concepts and perspectives. 

 

 Conceptually, the act of adding or removing neighbouring tags is one which corresponds to 

kinesthetic actions - the intent of the user translated into physical locomotion. In exploring this 

concept it was important that the work involve the user in a tactile, tangible manner. Foregoing a 

totally immersive experience, the novel interface on an interactive surface provides a relatively 

close approximation of the natural actions it attempts to mimic. 

 

 The physical form of the prototype is inspired by the Multi-Touch Interaction Research 

work by mathematician Jeff Han (2006), the Reactable project (Jordà, Alonso, Geiger & 

Kaltenbrunner, 2005) and the mæve installation (Nagel 2008). The deceptive simplicity of Jeff 

Han's frustrated total internal reflection (FTIR) surfaces and mæve's appropriation of the rear 

diffuse illumination (Rear-DI) model were used as reference for the engineering and scientific 

theory which drives the work. Meanwhile, the visual styling and method of interaction 

demonstrated in the Reactable project served to influence the look-and-feel of the work. 

 

 As a prototype gallery interface, the table was designed to look like a modern plinth - 90 

degree angles, lightly textured white exterior and slightly raised feet to create a shadow-line around 

the base. Initial sketches of the table featured an angled table-top, so the surface would be directed 

towards the user like a lectern. As the prototype progressed it became clear that doing so would 

prevent multiple users from interacting with the data simultaneously; they would all have to stand 
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on the same side in order to comfortably access the touch-panel. The finished work has a horizontal 

surface, allowing multiple users to move around the table freely. 

 

 The graphical user interface (GUI) has been designed to allow clear and unencumbered 

navigation between works. Using attraction and repulsion physics to simulate a physical space, each 

tag is synesthetically personified – a form of organic information design. 

 

 The GUI was developed in a series of iterations; each iteration attempting to reduce the 

complexity of traversing the concept lattices. In the finished interface the user simply drags a tag 

into or out of the search bubble to expand or refine their search. Visually the GUI borrows heavily 

from the early work of Ben Fry, particularly anemone (1999) which was the initial inspiration for 

representing the lattice framework. The fluid movement of the data objects in anemone served to 

influence the representation of tags in Tactilis Mensa.
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Build Process 

 

 
Tactilis Mensa was built using the following materials: 

•  5 sheets of 16mm MDF 

•  1 sheet of 8mm perspex/plexiglass 

•  1 semi-opaque plastic tablecloth 

•  1 front-reflection mirror 

•  6 infra-red (IR) light emitting diode (LED) illuminators 

•  1 small form factor PC (2.6GHz Core 2 Duo, 3GB RAM) 

•  1 LCD projector (SVGA, 2200 lumens) 

•  1 webcam (60 fps, IR-enabled, 960 x 720px resolution) 

•  2 layers of over-exposed camera film 

•  1 ventilation fan (9", 12V) 

•  2 ventilation covers 

•  1 infra-red light-pen 

 

The build process took place over several months. Externally, Tactilis Mensa is made from 

MDF and features a rear-projection screen for the tabletop. 

 

The rear-projection screen is simply a semi-opaque plastic tablecloth stretched over the perspex 

surface, which serves to diffuse the projected image and IR light. 

 

The projector is placed horizontally on the floor of the table, a mirror is used to direct the light 

onto the surface. 

 

Six IR illuminators are strategically placed inside the table to evenly spread IR light across the 

surface. This ensures that wherever the user places their finger on the surface the light will be 

adequately refracted. 
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(Zacosham 2008) 

 

 

Two layers of over-exposed camera film are taped over the webcam lens and the webcam is 

positioned to monitor the entire surface. The exposed negatives block out any light in the visible 

spectrum (ie. the projected image) while still allowing the IR light through. The webcam itself is a 

Logitech Quickcam Pro 9000; a camera which can produce 60 fps video at high resolution and 

doesn't require any modifications to detect IR light. 

 

The light-pen was created by replacing the LED in a keychain torch with one that emits IR 

beams. 
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Digital Process 

 

 
 The underlying software architecture is comprised of a number of different applications 

working in tandem. 

 

When a user touches the screen or shines the light-pen on the surface some IR light is 

refracted and appears brighter than the surrounding areas, this blob is then viewed by the webcam. 

Community Core Vision (CCV), an open-source software for blob detection and tracking, receives 

the live webcam feed, processes each frame and determines where on a Cartesian grid the blob 

occurs. 

 

CCV sends the captured data using the TUIO protocol to 127.0.0.1 (localhost) on port 3333. 

TUIO is an open framework, common protocol and API for tangible multitouch applications. The 

"TUIO" name represents a combination of acronyms for Tangible User Interface and Open Sound 

Control. 

 

A custom Processing sketch was developed to receive and interpret the TUIO signals and 

behave accordingly. This provides the graphical user interface (GUI) for the work. Two libraries for 

Processing have been used in the GUI, tuioZones and traer.physics. 

 

tuioZones is a small library which provides easy access to decoded TUIO messages, 

allowing you to access the abstracted data and interpret it in a meaningful way. traer.physics 

provides the physics engine used to control the amount of attraction / repulsion between tags as well 

as the springs which hold the tags and artwork thumbnails at the appropriate distance from the 

search bubble's center particle. 
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The PC inside the table is running an Apache install, configured with PHP5 and 

PostgreSQL. These services provide access to a local version of the UoW ACE back-end 

webservice. Each time a tag is dragged in or out of the search bubble, a call is made to the local 

webservice; the returned XML data indicates which tags can be used to further refine the search and 

which artwork thumbnails should be displayed. 
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Scope for Further Expansion 

 

 
 As a technical prototype, there are a few modifications that could be made to improve 

Tactilis Mensa or provide a better fit for the concept. Within the scope of the Honours project many 

of these expansions are unlikely to be implemented, however they provide some insight into the 

thought processes and highlight potential pitfalls for anyone looking to embark on a similar 

endeavour. 

 

 On a conceptual level the work aims to explore the development of a multi-user interface 

and particular attention was paid to designing the physical form so as to allow for this usage, but 

there are two key areas where this could be improved: 

 

1. The GUI application developed is directional in nature. The text always faces the 'bottom' edge of 

the table and the artwork images are always presented in the same manner. To be truly multi-user 

friendly the works should be able to be rotated. This is a software implementation issue and can be 

easily adjusted in the future. 

 

2. A rectangular table provides scope for four users to comfortably gather around the table. 

Alternate design sketches were designed around the idea of a cylindrical object allowing more 

people to easily access all edges of the surface. Limitations in projector throw ratios and the relative 

complexity prevented this design from being feasible, though a larger budget and timeframe might 

allow this idea to grow. 

 

 The ambient lighting in a room has a tendency to confuse the blob detection software. If it 

were possible to completely prevent external light from entering the table then calibration would be 

simple and a universal solution would apply. Unfortunately due to a small amount of IR light being 
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emitted by the projector and light entering through the projection surface and the ventilation holes, 

the application needs to be calibrated every time the prototype is used. Additionally, depending on 

the amount of IR light inside the table, the exposure rate of the webcam may need to be increased - 

lowering the framerate and causing a visible delay when the user tries to drag an object. Disabling 

the illuminators and using the light-pen alone provides the most responsive and accurate interface - 

but it prevents touches being recognised, creating a less tactile experience. 
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